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Supplementary Text 

S1. Different Models of Chirality 

 

Chiral behavior in three dimensions can arise in vortex structures as a consequence of a few 

symmetry-breaking pathways, which are summarized in Fig. 1 (main text). The first one is the 

coexistence of vortices with a polarization aligned along the normal of the plane containing the 

vortex. In PbTiO3/SrTiO3 superlattices, the driving force for the appearance of this axial 

component can be traced back to the tendency found in common 180o domain walls (DWs) of 

bulk PbTiO3 to have a Bloch-like character at low temperatures, with a spontaneous electric 

polarization confined within the DW plane. The DW-DW interaction is so small than the energy 

split between the parallel and antiparallel configurations of the axial component at neighboring 

domain walls is negligible. A chiral configuration naturally occurs if an antiparallel axial 

polarization at the cores of neighboring clockwise/counterclockwise polar tubes condenses, as 

shown in Fig. 1c. 

 

Even if the axial components align parallel, a second source of chirality can be found if the 

vortices have non-equal fraction of dipoles pointing along the [110]𝑜-direction (i.e., if the up and 

down domains are not exactly equal in size) superimposed on an offset of the vortex cores (Fig. 

1d). These misalignments immediately yield a mismatch in the polarization pointing along the 
[001]𝑜-direction (left/right), which generates an excess of the clockwise/counterclockwise 

rotations. Therefore, for a given size of the domains, the structures adopt a chirality that is 

dependent on the direction of the mismatch. 

 

The first mechanism described above gives very large values of helicity, since it combines a 

large value of the rotational component with the coupling with the axial component. Moreover, 

the contribution of each vortex tube sums in the same direction. However, the switching of 

chirality would be extremely costly: the two enantiomers would belong to the same topological 

class and can be transformed into each other in a continuous way. But during this process, some 

phases with head-to-head and tail-to-tail configurations will inevitably appear, making the path 

very unlikely, Fig. S3.  

 

The second mechanism produces helicities that are typically two orders of magnitude smaller 

arising from an imbalance in the rotational component of the two vortices (Figure S2). But it has 

the advantage that it can be deterministically reversed in a fully controlled way by an external 

electric field that keeps track of the offset, and therefore the predominant left/right polarization 

direction, Fig. S1b. Due to the energetic degeneracy in the direction of the axial component, it is 

likely that left-handed and right-handed domains can coexist in the same sample, Fig. 1e (main 

text). In such a case, a chiral structure is expected assuming that there exists a mismatch between 

the axial components combined with the presence of an offset, where the high axial component 

of the polarization changes from the clockwise to the counterclockwise vortices in adjacent 

domains as sketched in Fig. 1e. 

 



 

 

 

 
Fig. S1: Key features of the chiral character for the different models of Fig. 1 of the main 

text. Straight arrows point along the direction of the local polarization. 

Clockwise (counterclockwise) vortices are represented by blue (orange) curled arrows. Filled 

circles represent the direction of the axial component of the polarization, with light colors 

representing lower values in magnitude. Three orthogonal reflections are examined for each of 

the models shown in Fig. 1, which are perpendicular to [001]𝑜 (left), [110]𝑜 (upper), and [11̅0]𝑜 

(bottom). Reflections can be mapped onto each other but not to the original one by means of 

rotations and translations, showing that they are chiral enantiomers. 

 

S2. Origin of chirality in the case of parallel axial components 

 

 
Fig. S2: Origin of the chirality for the vortices with a parallel axial component of the 

polarization. (A) Sketch of the non-trivial topological texture shown in Fig. 1d. An offset 

between the center of the vortices is observed along the [110]o-direction, together with a 



 

different size of the up/down domains. The offset leads to a mismatch between the polarization 

pointing along the [001]o direction (in the cartoon, the polarization pointing to the left is 

predominant). The axial component of the polarization is parallel at the center of the two vortices 

(filled red circles).  (B)  Second-principles results for the same configuration. The arrows 

represent the in-plane component of the polarization. The colors represent the helicity density 

(integrand of equation 1), with a scale indicated by the color of the side bar. The handedness of 

the two vortices is opposite, sketched by the hands in the cartoon. Nevertheless, the combination 

of a majority of the left-pointing polarization (produced by the offset) with the majority of up 

polarization yields to the fact that the regions with a negative sign of the helicity (magenta 

regions) are dominant, making the whole system chiral, as highlighted with the different size of 

the two hands.  In the absence of an offset between the center of the two vortices, there would be 

no net polarization along [001]o direction and the previous effect vanishes. If the offset changes 

the sign, keeping constant the sizes of the up and down domains, then the whole effect reverts its 

sign, making the right-hand (green regions) predominant. 

 

S3. Pathways to Switch Chirality with Antiparallel Bloch Components in the Domain Wall 

When the axial component of the polarization points in opposite directions at the center of the 

clockwise and counterclockwise vortices, a chiral structure with a large value of the helicity is 

formed. Both the right- and left-hand enantiomers belong to the same topological class. 

Therefore, a continuous transition to transform one into the other might be envisaged. Here we 

propose three different paths, sketched in Fig. S3. The first one (top row in the central panel of 

Fig. S3) consists of a continuous 180o rotation of all the dipoles that form the vortices. However, 

there is one midpoint along the path where energetically cost head-to-head and tail-to-tail 

domains appear. Thus, although topologically allowed, such a transition implies a huge energy 

barrier, that makes it unlikely. The second mechanism consists in a continuous approximation of 

the vortex cores, as sketched in the central panel of Fig. S3. But again, the energy barrier to 

overcome is large: one of the domains along the z-direction increases its volume at the expense 

of the other, and this would translate into large depolarizing fields. Moreover, the Néel-

components of the polarization would form head-to-head and tail-to-tail domains. The third path 

(bottom row in the central panel of Fig. S3) can be described as a homogenous reduction of the 

axial, Bloch component within the two vortex cores. At some point along the path, the axial 

component of the polarization would vanish, giving rise to an achiral structure. Beyond this 

point, a polarization at the center of the vortices opposite to the original one can be developed, 

changing the sign of the helicity. However, this procedure seems to be impractical, due to the 

difficulty of applying a spatially dependent external field that change its value in the length-scale 

of the separation of the vortex cores (around 8 nm). 

 



 

 

 

 

Fig. S3: Switching Pathways. Different paths to switch the helicity of the vortices when the 

chirality is due to the opposite direction of the axial polarization at the cores of neighbor 

vortices. Straight arrows represent the direction of the local polarization in the xz-plane, while 

the curled arrows indicate the sense of rotation of the vortices. Red and Blue circles represent 

different directions of the axial component of the polarization. The crosses are the points where 

head-to-head and tail-to-tail domains are formed. 

 

S4. Helicity Computation of Chiral Model 

Revisiting equation 1, we can observe that two ingredients are necessary to develop helicity. 

First, we need the curl of the polarization pattern to be non-zero. Second, this curl has to couple 

with the axial component of the polarization. As discussed in the main body of the manuscript, in 

the model of Fig. 1e we observe: first an offset between the center of the vortices along the 

[110]o direction (responsible for an asymmetry between the polarization components along the 

[001]o direction); second, a difference in the sizes of the up and down domains; and third, 

antiparallel axial components of the polarization at the center of the cores, being one of them 

slightly larger than the other. In such a model, there are two different sources of chirality. On the 

one hand, the existence of asymmetries between the UP/DOWN and the LEFT/RIGHT 

components of the polarization generates an imbalance between the curl of the clockwise and 

counterclockwise vortices, as shown in the Fig. S2. This is the driving force for the chiral 

behavior of the structure sketched in Fig. 1d. On the other hand, the anti-parallel axial 

components of the polarization contributes to the coupling between the curl and the final value of 

the helicity, responsible for the chirality of the structure discussed in Fig. 1c.(20) 

 

Numerically we can assign relative values to both the curl and the axial component. Let us 

normalize the bare curl contribution to a value of 1 (positive if it is clockwise, and negative it is 

counter-clockwise). The offset of the center of the cores and the imbalance between the up/down 

domains induce an increase/decrease of this value by a given amount ±𝛿. For instance, in the 

leftmost tube of the front domain of the sketch of Fig. 1e, a configuration whose curl and domain 

structure are the same as the one in Fig. S3, the upper clockwise vortex has a curl of (1 − 𝛿), 

while the down counterclockwise vortex has a curl of (−1 − 𝛿). The fact that the curl is 

decreased in this case can be deduced from the fact that the negative magenta regions of the curl 



 

 

 

are more extended than the positive green region in the Fig. S2. The curls point in the axial 

direction.  

Now, let us also normalize the maximum axial components of the polarization to a value of 1, 

represented by the dark red circle in the leftmost tube of Fig. 1e. Assuming that this axial 

component is slightly different in both directions (as schematized in Fig. 1e by the different 

intensity of the red/blue colors), the axial component in the neighboring vortex takes a value of 

(−
1

𝑎
), were 𝑎 is a parameter that accounts for the mismatch between components (if 𝑎 = 1, then 

the two axial components are the same; if 𝑎 → ∞, one of the axial components vanishes). 

 

Therefore, according to equation 1, the value of the helicity considering the two domains in Fig. 

1e is as follows 

 

ℋ =  +1 ∙ (+1 − 𝛿) −
1

𝑎
(−1 − 𝛿) −

1

𝑎
∙ (+1 − 𝛿) + 1(−1 − 𝛿) = −2𝛿 +

2𝛿

𝑎
 

 

 

 

For any value of 𝑎 > 1, i.e. assuming a slight difference in the axial component of the 

polarization, the helicity of the configuration in Fig. 1e will be negative.   

Taking the mirror symmetry of the domain structure of Fig. 1e, as shown in Fig. 1f, the sense of 

the offset would be reverted, resulting on a change of the curl values that would amount to  (1 +
𝛿) for the clockwise vortices and (−1 + 𝛿) for the counterclockwise. Computing again the 

helicity, this would result in a value of +2𝛿 −
2𝛿

𝑎
, the opposite as before, yielding to a change in 

the handedness.  

  



 

 

 

 

 

S5. SHG CD Experimental Details 

Fig. S4: Experimental Details of SHG-CD. (A) Experimental layout for the SHG-CD 

measurements. (B,C) Examples of SHG images acquired with RC/LC excitation. (D) Examples 

of SHG spectra acquired at a single point in a RC dominant domain (top) and a LC dominant 

domain (bottom). (E) SHG CD calculated from the images shown in (B) and (C). (F) Line 

profile along the dotted line shown in (E) and FFT of the SHG CD showing domain elongation 

along the [𝟎𝟎𝟏]𝒐 axis (inset). 

 

SHG-CD measurements were made as described in the methods section and depicted in Fig. S4a. 

To perform an SHG-CD measurement, the integrated intensity of the SHG signal at a single 

location on the sample was measured using RC polarized excitation light, producing a response 

with intensity 𝐼𝑅𝐻.Next, the intensity was measured at the same location using LC polarized 

excitation to find 𝐼𝐿𝐻. and the CD signal was calculated. Fig. S4b,c shows examples of SHG 

imaging with RC and LC excitation and Fig. S4d shows example spectra acquired in a RC 

domain (top) and an LC domain (bottom). Fig. S4e shows a 2D map of the SHG CD 

corresponding to the many integrated spectral pairs in parts e and c calculated using equation 2 in 

the main text. The characteristic length scale is shown by the line profile in Fig. S5f with a FFT 

of the image shown in the inset revealing domain elongation along the [001]𝑜 axis. 

 

To further validate the SHG-CD measurements we performed a series of control experiments 

outlined in Fig. S5. First, we show an SHG-CD image (5c) along with the LC (5a) and RC (5b) 

images for comparison. Next, we measured SHG maps with 0° (5d) and 90°(5e) linearly 

polarized excitation, corresponding to polarizations along the [001]𝑜   and [11̅0]𝑜  sample axes, 

respectively. From these, we calculated the SHG linear dichroism (LD) shown in 6f using the 



 

 

 

equation 𝐿𝐷 =  
𝐼90°−𝐼0°

𝐼90°+𝐼0°
. This reveals LD that is much weaker than the observed CD, confirming 

that the CD signal cannot simply be an artifact related to large LD anisotropy. In contrast to the 

chiral domains composed of polar vortices, we have measured SHG CD for the traditional 

ferroelectric a-domains which form in a (PTO)n/(STO)n trilayer heterostructure with n = 8 as an 

achiral control structure. We observe negligible CD signal for this sample, on the order of 10% 

of that observed in the n = 20 sample, as shown in (g)-(j), indicating that the CD signal is indeed 

related to polar domain formation. Finally, we confirmed that we are creating pure LC and RC 

light by comparing the normalized sum of the LC and RC excitation images (5j) to an image 

taken with linear excitation (5k). These images should look the same because linear polarized 

light is a superposition of LC and RC polarized light and thus excites both domain types equally. 

While some variation exists, these images agree to within the expectation. It is worth noting that 

the color maps for the calculated images shown in 6c, 5f, and 5j have been normalized to the 

same values so that their intensities can be directly compared. 

 

Fig. S5: Validation of SHG-CD Results. (A-C) LC and RC SHG images and calculated CD for 

a normal sample region. d-f, Linear dichroism for the same region. (G-I) SHG CD for a 

ferroelectric trilayer structure with no vortex formation. (J-K) Sum of LC and RC images, and 

linear SHG showing that imaging with linear excitation excites both LC and RC modes. 

  



 

 

 

 

S6. Origins of Second Harmonic Generation 

Second harmonic generation is a photonic exchange between the frequency components of the 

electromagnetic field. During the interaction with matter, two photons of lower frequency, 𝜔 ,are 

absorbed and one photon of 2𝜔 is created in a single quantum-mechanical process. 

Mathematically, an incident light source will interact with a medium's electronic structure, 

displacing the charged particles in the material during a process called polarization. Linear 

materials become polarized to a degree proportional to the intensity of the incident electric field 

 

 
𝐏 = 𝜀0𝜒(1)𝐄 (S1) 

where 𝜒(𝟏) = 𝑛𝟐 − 1 is the linear susceptibility tensor for refractive index 𝑛 which reflects the 

polarizability along each axis of the material. For very intense driving fields, however, 

nonlinearities in the material can be probed. The nonlinear polarization can be expressed as the 

Taylor expansion of the material's polarization in powers of the electric field with each 

component of 𝐏 expressed as 𝑃𝑘 where 𝑘 = 𝑥, 𝑦, 𝑧: 

 

 𝐏 = 𝜀0(𝜒𝑖𝑘
(1)

𝐄𝒊 + 𝜒𝑖𝑗𝑘
(2)

𝐄𝒊𝐄𝒋 + 𝜒𝑖𝑗𝑙𝑘
(3)

𝐄𝒊𝐄𝒋𝐄𝒍+. . . ) (S2) 

 

 

where the coefficients of 𝜒(𝑛)are tensors of increasing rank which correspond to the nth order 

process. These tensors describe the susceptibilities of the material along each axis and also 

coupling between material axes. The higher order processes are so weak that they were predicted 

but never observed until the advent the lasers in the 1960s(49). 

 

Second harmonic generation arises from symmetry breaking in the second order susceptibility, 

which corresponds to a rank 3 tensor that describes a material's susceptibility along each axis. 

The second order polarizability goes as the electric field squared and for an incident electric field 

𝐸𝑖 = 𝜀𝑖𝑒
−𝑖𝜔𝑡 + 𝑐. 𝑐, it can be represented as 

 

 𝐏𝒌(𝑵𝑳) = 𝜒𝑖𝑗𝑘
(2)

(𝜀𝑖𝜀𝑗𝑒−𝑖2𝜔𝑡 + 𝜀𝑖
∗𝜀𝑗

∗𝑒𝑖2𝜔𝑡 + 𝜀𝑖𝜀𝑗
∗ + 𝜀𝑖

∗𝜀𝑗) (S3) 

 

 

 

From this equation, it can easily be shown that frequency doubling, or SHG, of the incident light 

is allowed.  

 

Second-harmonic generation is sensitive to symmetry breaking, which can be seen by applying a 

spatial inversion operation to equation S3. The parity operation which takes  𝑟 → −𝑟 changes the 

sign of both the polarization and electric fields. However, since the second order polarization 

goes as the square of the electric field, this term remains positive unless 𝜒𝑖𝑗𝑘
(2)

, the susceptibility 

tensor, changes sign with the inversion. Only materials with susceptibility tensors that are 

sensitive to spatial inversion have a nonzero second order response.  Physically this means that 

the material polarizes differently along different axes, and materials with this trait are commonly 



 

 

called noncentrosymmetric.  This sensitivity to inversion symmetry makes second-harmonic 

generation a powerful tool for imaging crystal lattices with symmetry breaking, which often 

occurs at domain boundaries(30).  

 

S7. Circular Dichroism in Second Harmonic Generation 

A SHG microscope can selectively observe the region in a sample where spatial inversion 

symmetry is broken. The attribute's puissance has fueled a surge of applications of the technique 

to advance knowledge about nanostructures, molecular ordering, and structural organization in 

biological samples. Furthermore, the advent of free-electron lasers in the energy ranges from 

extreme ultraviolet to x-rays now allows to explore SHG effects involving core-level resonances. 

 

A sophisticated set of theoretical tools at the disposal of exponents of ordinary NCD has been 

granted to users of NCD in the SHG response(35, 50). To begin with, ordinary dichroic signals 

use dyadic matrix-elements of the light-matter interaction found in the familiar Kramers-

Heisenberg amplitude that is trivially extended to parity-odd E1-E2 or E1-M1 scattering events 

to cope with NCD(51). Insight into the matrix elements is achieved by integrating out 

intermediate degrees of freedom, in the footsteps of Judd and Ofelt in their celebrated work on 

optical transition probabilities(52, 53). Specifically, a dyadic matrix element in the interaction is 

reduced to a spectrum of electronic multipoles routinely exploited in analyses and simulations of 

data gathered by other experimental techniques, including, NMR, EPR, Mössbauer effect, and 

resonant x-ray Bragg diffraction. Equivalent benefits accrue in an application of similar 

mathematical treatment to the NCD signal in the SHG response. In this case, a parity-odd E1'-

E1-E1 process contains an NCD signal when angular momentum (𝐋) and space (𝐑) know 

inextricable knots which bind each to the other in the illuminated sample (E1 primary and E1' 

secondary photon events)(35). On the other hand, no NCD is allowed for the nominally weaker 

E1'-M1-M1 process.  

 

A third-order perturbation theory accounts for the SHG response. The generic form of the NCD 

signal from the E1'-E1-E1 response is, 

 

 

 𝐹(𝑁𝐶𝐷) 𝑃2 ∑ {⟨𝑔|𝑥|𝜆⟩⟨𝜆|𝑦|𝜆′⟩⟨𝜆′|𝑧|𝑔⟩ −⟨𝑔|𝑦|𝜆⟩⟨𝜆|𝑥|𝜆′⟩⟨𝜆′|𝑧|𝑔⟩}
𝜆,𝜆′

 (S4) 

 

 

Here, coordinates are defined by a primary beam parallel to the z-axis and σ-polarization parallel 

to x-axis, and the electric dipole R = (x, y, z). The secondary wavevector, for E1', is inclined to 

the z-axis and its polarization vector casts a shadow on the axis. P2 is the pseudo-scalar Stokes 

parameter for circular polarization. Labels λ, λ' delineate intermediate degrees of electronic 

freedom, while g denotes the ground-state. 

 

The act in equation S4 of integrating out λ, λ' creates atomic multipoles  𝐔𝐊, where K is the rank. 

The expectation value of the dipole 〈𝐔𝟏〉 is the electric polarization in the electronic ground-

state, for example. More generally, multipoles form observable signals that must be purely real, 

and the requirement restricts the composition of 𝐔𝐊 .  For any process, such as E1'-E1-E1, there 

is a conjugate process that assures the response is purely real. Additional restrictions, or selection 

rules, flow from integrating out λ, λ'. Where upon, E1'-E1-E1 is no longer a simple product of 



 

 

three matrix elements of R. Rather, dipole matrix elements interlock in a very specific manner 

that reveals the nature of the SHG response, notably, selective replacement of 𝐑 by 𝐋. One 

component of it remains after the fine sieve of photon polarization and the component in NCD is 

the quadrupole 〈𝐔𝟐〉. Results for the SHG response are energy integrated signals. That is to say, 

from Eq. (8), 〈U2〉 ∝ {R ⊗ C2(R)}2 is the total NCD signal available from a substance in a 

suitably designed measurement. Here, {. ⊗ .}K denotes a standard tensor product of rank K, 

C2(R) is a spatial spherical harmonic of rank 2 normalized such that C1(R) = R. The 

corresponding energy-integrated MCD signal is a correlation of orbital angular momentum and 

space, specifically, a sum of multipoles {C2(R) ⊗ L}K with K = 1 and 3 (36). 

 

S8. 4D-STEM 

 

 
 

Fig. S6: Example of 4D-STEM Analysis. (A) Normalized CBED pattern extracted from entire 

region in Figure 3a. (B-E) Virtual images that are formed by selected the different diffraction 

disks along [001]𝑜 (red/blue) and [11̅0]𝑜 (green/yellow)  directions.  

 

The 4D STEM data was analyzed using py4dstem software package(54). Prior to determining the 

polarization from the diffraction patterns, the diffraction disks were corrected for diffraction shift 

and scan coil rotation in order to deterministically locate the [001]𝑜and [11̅0]𝑜directions. After 

all the calibrations, Bragg disks were detected on diffraction pattern at every scan position. Then 

two Friedel pairs, Fig. S6a, in the [11̅0]𝑜 direction (green and yellow circle) and [001]𝑜 

direction (red and blue circle) was selected to generate the respective virtual images, Fig. S6d-e. 

The polarization was determined by subtracting the normalized intensity difference between 

virtual images formed by the red and blue circles for lateral or [001]𝑜 polarization and green and 

yellow circles for axial polarization [11̅0]𝑜. 

 

S9. Electric Field Dependent Measurements 

 



 

 

 
 

Fig. S7: Structure of Interdigitated Electrodes. (A) Image of representative IDE device used. 

(B) Calculated electric potential for and IDE device, demonstrating opposite electric field across 

neighboring fingers. 

 

For electric field measurements interdigitated electrodes were deposited on the sample surface 

(Fig. S7a). These electrodes create constant electric field with alternating sign across neighboring 

interdigitated regions.  

 

 
Fig. S8: SHG-CD Hysteresis. (A-B) Hysteresis repeated in five different RC and LC oriented 

chiral domains, respectively, which show the expected mirrored behavior in the CD signal. 

 



 

 

 

The phase change between LC and RC chirality was characterized by measuring its hysteresis. 

This was done as described in the main text by recording the SHG CD for applied voltages 

starting at +60 V, decreasing in increments of 10 V to -60 V, and reversing the process for 

increasing voltages back to +60 V. This revealed clear hysteresis behavior as shown in Fig. S8a. 

Furthermore, this behavior was observed to follow the inverted pattern shown in Fig. S8b as 

expected for regions of opposite applied field. These hysteresis measurements were repeated at 

several sample locations with good reproducibility as shown by the data in Fig. S8 for regions of 

both field polarities. 

 

 
Fig. S9: Hysteresis Loops. Raw data for polarization vs. electrical field measurements 

performed with the electric field along the [001]𝑜 axis (red). Polarization response from second 

principles is seen in black.   

 

In-plane capacitance measurements using similar devices to those used for Fig. S7a, yield the 

polarization vs. electric field data presented in Fig S9, in red. The large dielectric contribution 

was subtracted when presented in Fig. 4e. A similar procedure was followed for the polarization 

calculated from second principles (in black), where the lesser dielectric contribution was 

subtracted out when presented in Fig. 4e.  

  



 

 

 

S10. Second Principles Simulation 

 

 
Fig. S10: Switching of the chirality due to buckling. (A-B) Enantiomer configurations of 

vortices with opposite buckling. Filled red points indicate location of vortex cores. Large red 

arrows at the top indicate direction of net polarization along [001]𝑜 induced by the offset. (C-

D) Displacement of the vortices when the field is applied parallel to the net in-plane polarization. 

The vertical separation between the vortex cores is enhanced. (E-F) Displacement of the  

vortices when the field is applied anti-parallel to net in-plane polarization previous to the 

coercive field. The vertical distance between the vortex cores is progressively reduced. (G) 

Helicity (red; left axis) and polarization (blue; right axis) for model system as a voltage 

is applied along [001]𝑜. Numbering of points relates numerical values of the helicity to 

polarization patterns presented in (A-F). Insets schematize the direct coupling between the sense 

of the buckling and the [001]𝑜  component of the polarization. 

 

S11. In-Situ DF-TEM Studies 

By changing the reflection conditions used in DF-TEM, we are able to probe the orientation of 

domains within the vortex phase. Focusing on the [110]𝑜 family of reflections, gives rise to 

contrast along the c-axis. This allows for differentiating between UP/DOWN domains, as seen in 

Fig. 4a-c and Fig. S11. Using the [001]𝑜, allows for differentiating between domains with 

opposing [001]𝑜 polarization, Fig. S11b. The combination of the two allows for the assignment 

of vectoral polarization depending on the intensity seen in DF-TEM. 



 

 

 

 

Fig. S11: DF-TEM Analysis. (A) DF-TEM image taken using the [220]𝑜 reflection, giving rise 

to contrast from domains with opposing displacement along the c-axis. (B)  DF-TEM image 

taken using [008]𝑜 reflection, giving rise to contrast from domains with opposing displacement 

along the a-axis 

 

Application of a tip on the surface of the cross-sectioned sample allows for probing of both in-

plane and out-of-plane polarization. Fig. S12 illustrates that depending on the location of the 

center of the tip relative to the sample, there will be an increased in-plane field across the sample 

the further away from the tip center one images. The attached Movie S1 shows the 

transformation of the vortices from both a majority out-of-plane and majority in-plane 

polarization.  

 
 

Fig. S12: Schematic of in situ application of electric fields in DF-TEM. Schematic of electric 

field applied through a tip. Demonstrates mixture of in-plane and out-of-plane fields. 

 



 

 

 

DF-TEM data for intermediate applied voltages throughout the chiral phase transition is provided 

in Fig. S13. Images were taken at increments of ~1.8V, with the majority of the field along 

the [001]𝑜 in-plane direction. The first transition is seen going from 3.7 to 5.6V, where the net 

in-plane polarization switching causing a reversal in the vortex buckling. As the voltage 

increases, the system approached a pure ferroelectric phase seen at 15.0V. This further 

demonstrates that the majority of the field lies in-plane for this location. A video (Movie S1) of 

the transition has also been provided, which demonstrates reversibility of the chiral phase 

transition.  

 

Fig. S13: DF-TEM imaging of chiral phase transition. DF-TEM images for increasing applied 

voltages showing microscopic restructuring across the in-plane reversal of polarization and 

transition to pure ferroelectric state at higher voltages 

  



 

 

 

 

 

S12. Chirality in Ferroic Materials 

Chirality is a widespread phenomenon in nature that indicates symmetry breaking in which an 

object's mirror image cannot be superimposed onto the original object. The chirality of a particle 

can have a profound effect on its behavior. For example, while all glucose molecules taste sweet, 

the human body can only metabolize naturally occurring glucose molecules, which have a right-

handed chirality. On the other hand, glucose engineered by humans to have a left-handed 

chirality cannot be metabolized and is commonly used as a calorie-free sweetener.  

 

Chiral phenomena in ferroic materials such as chiral magnetic domains(55) and chirality in 

nanoscale magnets(56)  have been recognized as a promising path to extending Moore's Law for 

decreasing the spatial extent and energy consumption of information storage and processing 

devices using spintronics. In these materials, the spin-orbital interaction, called the 

Dzyaloshinskii-Moriya interaction, twists the magnetization to induce topological defects such as 

chiral magnetic, and topological chiral domain walls(57, 58). Additionally, the ability to tune the 

chirality of Bloch-type and Néel-type domain walls has been demonstrated(6, 59, 60) as an 

important step toward the control necessary to read and write spin-based bits. 

 

However, domains in ferroelectric materials are usually separated by domain walls with uniform 

polarization and no significant chirality(61). Complex ferroelectric domain walls such as Bloch-

type and Néel- type domain walls are associated with local polarization rotation and offer a 

potential path to discovering chirality in ferroelectric materials(62, 63). However, topological 

defects such as ferroelectric vortex structures are generally considered the most promising 

candidates for applications in technology due to their ability to support clockwise (CW) and 

counterclockwise (CCW) rotating polarizations. For ferroelectric materials with CW and CCW 

polarization rotations in addition to an axial polarization component, it has been shown 

theoretically that the 3D vortex state can possess chirality with different handedness(64).  

 

In recent studies, polar vortices in ferroelectric superlattices were created(13, 65) by tuning the 

interactions between the electrostatic and elastic boundary conditions through the layer 

thickness, substrate, and choice of materials. In these materials, polar vortices form in ordered 

arrays with continuous rotation of the polarization and coexist with ferroelectric a-domains(22). 

A significant discovery recently showed that polar vortices in PbTiO3/SrTiO3 superlattices 

exhibit strong circular dichroism when circularly polarized light is used in resonant soft X-ray 

diffraction, indicating that these vortices may have a chiral structure(20). 

  



 

 

 
 

Movie S1: In Situ DF-TEM study of vortex response to an applied field. 

In-situ DF-TEM movie of vortex response to external out-of-plane (Top) and in-plane (Bottom) 

electric field.  
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